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USQCD Computing Resources

Computer Performance
(teraflop/s)
QCD FNAL 127 0.15
39 JLab 128 0.10
49 JLab 384 0.54
Pion FNAL 518 0.86
QCDOC BNL 12,288 4.20
6N JLab 256 0.55
Kaon FNAL 600 2.56
Total 14,302 8.96

First grouping are
commaodity clusters
purchased under
SciDAC-1 grant with
supplementary funds
from FNAL, JLab and
the DOE-OHEP.

QCDOC built with
funds from DOE-
ASCR, OHEP, and
ONP.

6n and Kaon are
commodity clusters
built with LQCD
Computing Project
funds.

Measured performance is the average of the performances of the inverters of the Dirac operator for
domain wall (DWF) and improved staggered (asqtad) quarks.

These codes consume a significant fraction of computing resources; are representative of our full codes.
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User Services

m Processing new account requests
Setting new accounts
Issuing/managing Cryptocards at FNAL and optionally at BNL

m Establishing storage space (home areas, data areas) with quotas
Quotas modified on request

m Archival storage
Tape systems at JLab and FNAL
RAID disks at BNL

m Backups of home and critical data areas
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=
User Services

m Restores of deleted or damaged data from backups
Typical request: restore data accidentally deleted by users

m Problem-reporting systems
Each facility provides a problem-reporting system for users
Problems are assigned to individuals for analysis resolution
Systems provide mechanism for documenting problems

m \Web pages, including:
Extensive online documentation
Links to other sites, USQCD and SciDAC info
Status of USQCD machines
Status of user jobs and jobs in queue
Allocation reports (time used, time remaining)
Disk reports (storage used, storage available)
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Sample Web Pages
User Documentation

Microsoft Internet Explorer provided by AT&T WorldM

~ |t hetpsjwn.brl.gov/lacdjcomp usergnviron.asp

(2]

[.m User Environment, QCDOC Computing st Brookhaven ..

- [z Page ~ £ Toos ~ @- B

Lattice Gauge Theory at Brookhaven

driving'major advances in our understanding of science...

LQCD Home
QCDOC Home

Background

Architecture

User Environment
File Transfers
Lattice Software

Glossary

Hardware CTS

Jlab Lattice Portal
ukQcD

Site Details

User Information

Computer Accounts

Frequently Asked Questions

User Links (restricted)

Columbia University

Fermilab Lattice Gauge
Theory Computational Facility

QCDOC Computing
User Environment

A beginner’s guide to QCDOC at BNL

This guide is an introduction to using the QCDOC computing resources at BNL. Its purpose is to help new users get their programs running on QCDOC machine
partitions. Please send your comments, corrections, suggestions, etc. to stratos@bnl.gov. This guide is updated frequently.

Existing QCDOC user guides have been used (and sometimes closely followed or even copied) when writing this guide. They are listed in the References
section.

Required BML Accounts
Accessing QCDOC Resources
Transferring Files

Setting Up the User Environment
Compiling a Simple Example
Allocating a QCDOC Machine Partition
Running a Job

Leaving QCDOC

Reporting Problems

References

Acknowledgements

Required Accounts

In order to access and use QCDOC computing resources at BNL users need three separate accounts: A QCDOC computer account, an ssh gateway account
and a Web Allocator account. For a detailed description of each account type and how to apply for them see the accounts page.

Accessing QCDOC Resources

QCDOC computational resources can be accessed interactively from the front-end nodes. Members of the US DOE QCD collaboration can simply ssh to
gcdochostb.gcdoc.bnl.gowv, the front-end node of the US DOE QCD collaboration. RBERC users should ssh to godochosta.gcdoc.bnl. gov.

Remote (outside BNL) users will need to go through one of the general BNL ssh gateways ([sshl, ssh2, ssh4].bnl.gov) and then ssh to the front-end node
({soon we'll have dedicated ssh gateways for the QCDOC users). Remote users can tunnel via the ssh gateways to access the front-end nodes:

remote hosts ssh -t user@sshl.bnl.gov ssh user@qcdochostb.qcdoc.bnl.gov

You can avoid typing your password by setting up your ssh keys. Instructions can be found at http://www.bnl.gov/cvbersecurity/ssh unix protocolZ.asp

= start
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Sample Web Pages
More User Documentation

puting Standard User E nent - Microsoft Internet Explorer provided by AT&T WorldNet Serv

@7‘_} + ™ httpi/lacd. fal. gov/user_environ.htmi &) (4] (] [soogle [[2]-
w4 [\ Operating in the Lattice Gauge Computing Standard U... I ] - B - &= - [k Page - Tooks - @ 3

Operating in the Lattice Gauge Computing Standard User Environment 1
Introduction

To simplify the use of the multiple lattice QCD cluster facilities at BINL, FINAL, and JLAB, participants at these different sites have agreed on a set of common features. Malkefiles and scripts that take advantage of these
common features instead of relying on site specific characteristics will be easier to port. Users who become familiar with the standard environment should be able to move between facilities with litfle difficulty_

Paths and Environment Variables

When operating in the standard emvironment. you may locate SciDAC lattice gange related libraries. binaries. and header files using a number of environment variables. On 1gcd. fnal. gov. these variables are assigned
automatically for you when you login. If you wish to use a version of these libraries other than the default installation. reassign these environment variables as desired. either directly or using a configuration management
system such as UPS._

The facilities currently supported and their corresponding variable names are:

. oo QMP_DIR
. gla QLA DIR
. gio QIo _DIR
. gdp QDP_DIR B
« mpi MPI_DIR
. goe GCC_DIR

e MILC example MILC_DIR

MNote that each of these environment variables points to the top level of the directory structure corresponding to that facility. To access libraries or headers, append the standard subdirectory name. For example. your
Makefile might include the following CFLAG

-I $QLA DIR/include
Building Your Code
For portability. vour Makefiles should refer to the SciDAC libraries and other standard facilities using the environment variables listed above rather than hard coded paths.

As an example, look in $MILC DIR for a working sample of the MILC improved staggered code. In the directory ks_imp dwvn2. there are two Makefiles, Make linux gdp and Make linux gmp. which may be used
for building the QDP and MPI versions of the code. In Make linux gdp. the standard environment variables are used to avoid hard coded paths. A few lines from that Makefile illustrate the usage:

QDE = § (QDE_DIR)

QLA = §(QLA DIR)

QIO = & (QIO_DIR)

QMP = §(QMP DIR) 3
Done & mnternet H 100%

- @% My Documents SR 5:01PM
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Sample Web Pages

Kaon Cluster: Node Status

File Edit View Go Bookmarks Tools Help

Fermilab lqed KAON Cluster Status

Home Last Updated: May 03, 12:01:57

PBS Node Health Cluster Usage

LOCD dCache Up 11.38 MB/sec (3/240) Free=5113 GB 24%

PION & QCD Cluster
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Sample Web Pages
FNAL Cluster Usage Reports

File Edit View Go Bookmarks Tools Help

PION & QCD Cluster Usage Report (weekly) Apr 25, 2007 to May 1, 2007 " Usage reports show jobs in progress,
. . . . fraction of resources allocated per job,
Project Jobs | Normalized ProcHours | Fraction | Multinode Jobs . .
S————c) 7 [y — o and total fraction of user allocation
hpged 8 2006.3 1.5 8 used to date.
lgedadmin 37 2340.5 1.7 16
mixbk 81 5683.5 4.2 81
nplged 50 523.9 04 0
Totals 6221 134004.6 100.0 6150

KAON, PION & QCD Cluster Usage Report (year-to-date) Jul 1, 2006 to May 1, 2007

Project Jobs |Normalized ProcHours |Fraction | Multinode Jobs | Allocation Fraction
cdms 11676 39499.7 0.3 0 0.0
charmonium 530 115648.3 1.0 264 2.6
dynchiral 35766 731238.4 6.4 35753 !
fermimilcheavylight | 151599 3481662.6 30.3 142203 76.6
grid 149 0.4 0.0 7 0.0
hasenfratz 4676 21813.2 0.2 4622 !
hpged 11744 449147.9 3.9 11320 60.0
latticesusy 718 111626.1 1.0 395 69.5
lgedadmin 3221 249078.7 2.2 2426 0.0 I
milelat 1433 2934091.2 255 1425 92.3
mixbk 12901 1113025.1 9.7 12782 !
nplged 9440 1694957.2 14.7 7809 99.0
usertest 1087 3214109 2.8 1042 0.0
xqed 367 2423539 2.1 341 75.5

Totals 245307 11505553.6 100.0 220389
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Sample Web Pages
JLab Cluster Node Status

Snapshot showing the status of
: various nodes.
Jlab 'ib' Cluster Node Status

{Click each bar fo get individual Node State Information) CI|Ck|ng on barS aIIOWS user tO
Last updated: Thu May 03, 13:07:01 EDT 2007

“drill down” for more information.
6n001-6n128

6n129-6n256

6n257-6n324

-Frea -Job—Echusive .Offline Reserved -Down -Unk.nown

W. Boroski , “User Services”, LQCD Annual Review, May 14-15, 2007



" A
Sample Web Pages
JLab Cluster Job Status

Jlab 'ib' Cluster Jobs Status

Jobs status reports show jobs in

'ib' Cluster Server Name - qcdpbs

Ib Queue: 39 total job (R:12 Q:27 H:0) walltime: 24 h (max), 04 h (def) prog I'eSS, jOb Owner, State, reSOUI'CeS
Job Id Job Name Owner State Cores CPU Time Wall Time allocated, and cumulative CPU time.
46846 seq0-6n.csh engel R 128 00:00:18  05:31:36
46847 seq0-6n.csh engel R 128 00:00:17  01:55117
47984 cl3 _b5p35_notad z x3p700 umOp0610_n0p500 edwards R 64  00:00:12  05:36:36
48136 Qll_m30_48 15_1 nilmani R 32 00:06:59 07:11:43
48137 Ql1_m30_48_15_ nilmani R 32 00:07:50 07:05:02
48143 bigjob_5.pbs bjoo R 32 00:01:53  04:09:05
48145 bb0-6n.csh engel R 32 00:01:21  03:10:58
48146 bb0-6n.csh engel R 32 00:01:19  01:48:15
48147 bb0-6n.csh engel R 32 00:01:19  01:34:12
48148 bb0-6n.csh engel R 32 00:01:20  00:57:54
48155 bigjob_&.pbs bjoo R 32 00:00:51  02:04:36
48157 test.csh nilmani R 32 00:00:30  00:53:50
46848 seq0-6n.csh engel Q 0

46849 seq0-6n.csh engel Q 0

46850 seq0-Gn.csh engel Q 0

48120 seq0-6n.csh engel Q 0

48121 seq0-Gn.csh engel Q 0

48122 seq0-6n.csh engel Q 0

48123 seq0-6n.csh engel Q 0

48124 seq0-6n.csh engel Q 0

> | >> |Rows-’page:|20 Refreshl

Last ypdated: Thu May 03, 13:07:01 EDT 2007
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Sample Web Pages
FNAL Cluster Utilization (shown by project)

I User spacified Chart ! Project Maonth Chart ! Project Half Year Chart ! User Month Chart ! User Half Year Chart _

100%

90%

80%

0%

60

s0%

Utilization

40%

30%

20%

10%

0% -

Fermilab Ilgqcd KAON Cluster Utilization Chart (Half Year)

Cluster Utilization (by project)

. AL . L,
Dec-20086 Jan-2007 Feb-2007 Mar-2007 Apr-2007  May-2007
Date

Utilization Summary

& charmonium a dynchiral » fermimilcheawdight  grid a hasenfratz « hpgcd
latticesusy m lgcdadmin a milclat a mixbk a nplgod o usertest
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Data shown for the
Kaon cluster over a
6-month period

Data shows ramp-up
of Kaon cluster into
full production use

Same software used
at FNAL and JLab

Provides for
commonality in
tracking and reporting
usage statistics
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Sample Web Pages

JLab Cluster Utilization (shown by user)

_ |ser spacified Chart _ Project Month Chart | Project Half Year Chart _ User Month Chart | |ser Haff Year Chart

Jlab Cluster Utilization Chart

From:{',rm-mm-dd) To: | 20070508 | (yyyy-mm-dd) By:

Cluster Utilization (by user)

Utilization Summary

100%

90%

0%

70%

b0%

50%

Utilization

40%
30%
20%

10%

(% y . : i,
14-Apr 21-Apr 28-Apr 5-May

Date

a barnes m bjoo o bmusch  dudek a edwards © engel © flemingg a hofler

A hwlin & juge anilmani » osborn & sorrillo & tensen
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Data shows
utilization by user
over a one-month
period
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User Services

m Cyber Security Infrastructure

Computing resources at all three labs are managed under the
respective lab computer security policies

m Special Requests:

Queue policy modifications for high priority runs (for example,
benchmarking or software prototyping)

Special provisioning (for example, special kernels for software
investigations)
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Summary

m A significant amount of computing resources are available at JLab,
BNL, and FNAL for use by the USQCD community, with more
becoming available annually.

m User support is provided at all three sites, to help with everything
from the simple (setting up accounts) to the complex (setting up
special privileges to run specific tests outside of normal allocations).

m In accordance with MOUs between the project and the labs, many of
these services are provided as in-kind support to the project.

m Extensive online documentation exists at all three sites.

m User feedback and suggestions for improvement are encouraged
from the community.
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Questions?
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